**Why?**

The purpose of this project is to explore random search. As always, it is important to realize that understanding an algorithm or technique requires more than reading about that algorithm or even implementing it. One should actually have experience seeing how it behaves under a variety of circumstances.

As such, you will be asked to implement or steal several randomized search algorithms. In addition, you will be asked to exercise your creativity in coming up with problems that exercise the strengths of each.

As always, you may program in any language that you wish insofar as you feel the need to program. As always, *it is your responsibility* to make sure that we can actually recreate your narrative if necessary.

***Read everything below carefully!***

**The Problems Given to You**

You must implement four local random search algorithms. They are:

1. randomized hill climbing
2. simulated annealing
3. a genetic algorithm
4. MIMIC

You will then use the first three algorithms to find good weights for a neural network. In particular, you will use them instead of backprop for the neural network you used in assignment #1 on at least one of the problems you created for assignment #1. Notice that weights in a neural network are continuous and real-valued instead of discrete so you might want to think a little bit about what it means to apply these sorts of algorithms in such a domain.

**The Problems You Give Us**

In addition to finding weights for a neural network, you must create (for sufficiently loose values of "create" including "steal", though it's fairly easy to come up with simple problems on your own in this case) three optimization problem domains. For the purpose of this assignment an "optimization problem" is just a *fitness function* one is trying to *maximize* (as opposed to a cost function one is trying to minimize). This doesn't make things easier or harder, but picking one over the other makes things easier for us to grade.

Please note that *the problems you create should be over discrete-valued parameter spaces. Bit strings are preferable.*

You will apply all four search techniques to these three optimization problems. The first problem should highlight advantages of your genetic algorithm, the second of simulated annealing, and the third of MIMIC. Be creative and thoughtful. It is not required that the problems be complicated or painful. They can be simple. For example, the 4-peaks and k-color problems are rather straightforward, but illustrate relative strengths rather neatly.

**What to Turn In**

You must submit a tar or zip file named *yourgtaccount*.{zip,tar,tar.gz} in t-square that contains a single folder or directory named *yourgtaccount* that in turn contains: -->

1. A file named *README.txt* that contains instructions for running your code
2. your code
3. a file named yourgtaccount-*analysis.pdf* that contains your writeup.
4. any supporting files you need (for example, your datasets).

The file yourgtaccount-*analysis*.pdf should contain:

* the results you obtained running the algorithms on the networks: why did you get the results you did? what sort of changes might you make to each of those algorithms to improve performance? Feel free to include any supporting graphs or tables. And by "feel free to", of course, I mean "do".
* a description of your optimization problems, and why you feel that they are interesting and exercise the strengths and weaknesses of each approach. Think hard about this.
* analyses of your results. Why did you get the results you did? Compare and contrast the different algorithms. What sort of changes might you make to each of those algorithms to improve performance? How fast were they in terms of wall clock time? Iterations? Which algorithm performed best? How do you define best? Be creative and think of as many questions you can, and as many answers as you can. You know the drill.

**Note: Analysis writeup is limited to 10 pages total.**

**Grading Criteria**

At this point you are not surprised to read that you are being graded on your analysis more than anything else. I will refer you to this section from assignment #1 for a more detailed explanation. On the other hand, I will also point out that implementing some of these algorithms is very easy (almost not worth stealing the code, but please feel free to do so anyway) but at least one of them requires some time (luckily, there are now versions of this algorithm out there to steal). You should start now.

**Submitted Attachments**

* ![File attachment](data:image/gif;base64,R0lGODlhEAAQAMQAAAAAAKjU/6Sko4OEg3p6enu75TOMxZmZmeT//9PU1MDAwPj4+P///46Oja2tpaysq////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAUUABAALAAAAAAQABAAAAVoIPSMJFkUUJo+TOu2BYKqbDu8RSDTtgK4Od2sNlj8YIakISXoHVuJqIDZ8ilerink0AIMnq9DistQDK5YhhjS6H7TjEaqXT7D5ZAbwwt2DVIEVXZpBIBufS2FEIF1aFiKBJF8kZSUECEAOw==) [vsunkara6.tar](https://t-square.gatech.edu/access/content/attachment/gtc-366b-12ae-5092-b5c5-8db1fba74f17/Assignments/ab8a3e2a-b056-469e-8577-c3bb0cfc2383/vsunkara6.tar) ( 4 MB; Oct 16, 2016 8:42 am )

**Additional instructor's comments about your submission**

 "For the neural network portion, how did you select your parameters -- how did that choice affect the performance? What could be done to further improve the results? You mention that genetic algorithms converge faster than backpropogation. Is this claim supported by your figures? Both in the number of iterations and expected runtime -- this does not seem to be the case.

For your selected problems, you need to deeper than just presenting the results of running the algorithms -- provide some analysis. Why did these results occur? What governed your choice of parameters? How did the size of the problem impact the performance? What made your choices interesting, from a machine learning standpoint?"
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